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Abstract: Clouds become an important part of human life and are studied in several disciplines in the form of 

important analyses in some applications. Examples of application of cloud analysis on solar panels or  

photovoltaics, accurate weather forecasts, accuracy of rainfall predictions, application in the field of  

meteorology, imaging of the sky in some cases, air humidity survey, and the case of turbulence on Aircraft caused 

by clouds cumulonimbus. The structure and shape of the clouds are continuously changing, becoming an  

interesting part to detect. The cloud detection process can be done by taking several samples of imagery from 

the cloud and the image processing process is done. Most research processes RGB cloud imagery into HSV cloud 

imagery, Some research using the image detection method of flying apply the channel's convolution R-B, R/B, 

𝐵−𝑅𝐵+𝑅, and chroma C = max(R, G, B)-min(R, G, B). Gamma correction has an efficient characteristic of storing 

and dividing imagery by small bits, thus the study proposed an image detection development using automatic 

gamma correction, with ground truth being Image data from SWIMSEG Nanyang Technological University  

Singapore. The proposed method in the proposed study obtained a precision value and better computing time 

with a precision value of 0.93 and a computational time of 0.71 sec. 
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Introduction 
Clouds are instrumental in the formation of the climate, with the clouds then excessive 

energy that is absorbed by the earth can be lowered. Clouds also function as mirrors and can 
reflect radiation from the sun.  

Thus the clouds become an important part of human life and are learned in some of the 
important disciplines applied to some applications. For example, in the application of cloud  

detection analysis on solar panels or photovoltaic processes [1], the weather forecasts accurately 

[2], the accuracy of rainfall prediction [3], applications in the field of meteorology [4], imaging of 
the sky in some cases [5], [6], [7], air humidity detection [8], and the case of turbulence on 

aircraft caused by clouds cumulonimbus[9] [10], [11], [12].  
The cloud detection process can be done by taking several samples of imagery from the 

cloud and the image processing process is done. Most research processes RGB cloud imagery into 
hue saturation value (HSV) cloud imagery, the next research uses a method for processing images 

by changing the RGB channel into hue saturation intensity (HSI) [13]. In its implementation, in 

detecting images in real-time, some researchers use a combination of RGB to HSV/ HIS/ HSL and 
its reverse color space model or use the image detection method of flying apply the channel's 

convolution R-B, R/B, (B-R)/(B+R), and chroma C = max(R, G, B)-min(R, G, B ) , then there are 
several other ways to detect clouds by applying the edge detection method [14],[15],[16],[17] 

and [18]. 

The method proposed by the researchers used basic gamma correction in 2018 which was 
improved so that it has a better quality than the previous gamma correction method, the previous 

gamma correction method produced a precision value of 92% (0.92) compared to the color-based 
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segmentation method with an average precision by 91%, memory with a value of 90% (0.90), 
and computation time which is better than the color-based segment method. Comparison values 

between gamma correction and color-based segments can be seen in Table 1. 
 

Table 1. Comparison method 

Method Precision Recall Time (s) 

Color Based Segmentation 0.92 0.90 1.89 

Gamma Correction 0.91 0.86 0.72 

 
Thus in this study, the development of the gamma correction method was carried out to 

obtain a precision value that was better than the method that had been proposed. Data on the 
development of the proposed gamma correction method uses the same im-age data from SWIM-

SEG Nanyang Technological University Singapore as ground truth. 
The model of this method is expected to be able to process images with a better level of 

precision than previous methods and produce a lower level of computation. The expectation of 

this method can process images with a good level of precision compared to previous methods 
and produce a lower level of computation. 

 

Methodology 
This research was done according to the stage of research that involves auto-brightness 

contrast, split images into 3 channels red, green, and blue, automatic gamma correction, gaussian 

blur, and finally otsu thresholding as shown in Figure 1. 

 

 
Figure 1. Flow diagram consisting of stages 

 

Auto-Brightness and Contrast 
The auto-brightness and contrast functions are also called image normalization. The pro-

cess of normalizing images from ground truth has different values of light intensity. The image 
normalization function is done automatically by using the formula: 

 

Where the value of alpha arises from the process of division between the output range and 

input range. 
 

 

𝑂(𝑥, 𝑦) =  𝛼 ∗ 𝐼 (𝑥, 𝑦) + 𝛽 (1) 
  

𝑖𝑛𝑝𝑢𝑡 𝑟𝑎𝑛𝑔𝑒 = 𝑀𝑎𝑥 (𝐼) − min(𝐼) (2) 

𝛼 =
𝑜𝑢𝑡𝑝𝑢𝑡 𝑟𝑎𝑛𝑔𝑒

𝑖𝑛𝑝𝑢𝑡 𝑟𝑎𝑛𝑔𝑒
 

 

(3) 
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The input range is the highest value obtained from images minus the minimum value for 
each image. The output range is obtained from the maximum image value with a value of 255. β 

value is obtained from the multiplication process of the minimum image value with alpha multi-
plied by -1. 

 

The multiplication of the alpha value functions to adjust the brightness level of the image, 

and the sum of the beta value functions to adjust the level of contrast level in the image. 
Figure 2 and 3, shows the results of the brightness and contrast correction process with 

better color results. 
 

 
Figure 2. The original images 

 
Figure 3. The results of brightness and contrast  

normalization 

 

Split Images 
The image extraction stage functions to separate the image into 3 main channels, spe-

cifically the red channel, green channel, and blue channel. Three-channel elements can form as 
many as 16,581,375 color images [19]. Figure 4 is the result of the separation of colors into 3 

channels. 
 

 
Figure 4. Cloud image extraction in 3 channels 

 

Improvement Method Formulas Automatic Gamma 
Gamma has important and rarely understood characteristics in almost some digital imaging 

systems. Gamma is defined as numeric pixels and luminance i.e. mapping the pixel input and 

received intensity as the output pixel value with the resulting intensity value, in other words, 
gamma is the method of adjusting the pixel value so that can be represented properly on the 

𝛽 =  − min(𝐼) ∗ 𝛼 

 
(4) 
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output device. Without the gamma color captured by the camera will not look like the color cap-
tured by the eyes[14]. 

In other words, because of the lack of color capture, the gamma correction translates light 
sensitivity that is translated by the human eye into the digital camera or screen monitor [20]. 

Gamma is defined with the formula: 

Where Vout is the output luminance value, and Vin is the actual luminance value. In the 
process, gamma is capable of storing and dividing image colors more efficiently as it requires a 

little bit to visualize the range of certain colors. Figure 5 shows a comparison of native color 

sensitivity, linearly encoded, and gamma. 
 

 
Figure 5. (a) Original Bright tones (b), Linearly Encoded (c), Gamma 

 

Gamma correction or also called power transformation is used in image processing in some 
situations that can be used also in fixing the image brightness by using a nonlinear transformation 

between the input and output values. 

So that between input and output comparable with the inputs raised using gamma, the 
following example of gamma decoding is the gamma used to process the input into output with 

the formula: 
 

The basis of gamma correction is to improve the brightness of the image between input and 
output by determining the gamma value of γ. The gamma correction developed by INRA was 
modified to get the gamma value of γ. The default gamma correction function can be defined as 
follows: 

Where the range value is the range of values of the image that starts from 0 to the 
maximum value of 255. The variable x is the mean value of the pixel of the image being 

processed and γ is half of the range value. 

From the above method, automatic gamma correction is developed to produce the image 
needed for the detection process. The automatic gamma correction function in this study is 

defined as follows: 
 

 

Where b ̅ is the average value of the blue channel that is part of the RGB channel. Figure 
6 is the result of implementing automatic gamma correction. 

 

𝑉𝑜𝑢𝑡  =  𝑉𝑖𝑛𝐺𝑎𝑚𝑚𝑎 (5) 

𝑉𝑜𝑢𝑡 = 𝐴𝑉𝑖𝑛
𝛾
 

 
(6) 

𝐼′ = 255 𝑥 (
𝐼

255
)

𝛾

 (7) 

𝛾 = 𝑙𝑜𝑔 (
𝛾

𝑟𝑎𝑛𝑔𝑒
) /𝑙𝑜𝑔 (

𝑥

𝑟𝑎𝑛𝑔𝑒
) 

(8) 

𝛾 = 𝑙𝑜𝑔 (
𝛾

𝑟𝑎𝑛𝑔𝑒
) /𝑙𝑜𝑔 (

((𝑟 − �̅�) + (𝑔 − �̅�)) – ((𝑟 − �̅�) + (𝑔 − �̅�))

𝑟𝑎𝑛𝑔𝑒
) (9) 
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Figure 6. Implementation with gamma correction 

 

Gaussian Blur 
Gaussian blur can eliminate parts of noise that are not used in the process of cloud image 

detection, using the Gaussian blur noise method generated from the previous process can be 
ignored and does not interfere with the thresholding process [21]. 

 

Otsu Thresholding 
Thresholding segmentation aims to separate objects from the background with simpler val-

ues. Thresholding functions to separate a digital image based on the characteristics of the pix-

els. 

 The result of this process is the absolute value of dark and light [22][23][24]. Otsu uses 
a discriminant analysis approach by distinguishing several naturally occurring blocks. Analysis of 

variables on otsu will maximize the separation of objects from the background. Figure 7 is the 
result of the implementation of the otsu method. 

 

 
Figure 7. Implementation of multiple cloud images using otsu threshold correction 

 

Evaluation 
To find out the performance of the system that has been developed, then testing all images 

tested in this study. The analysis uses 3 assessments namely precision, recall, and timer. 
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The precision describes the accuracy between the requested data and the prediction results 
provided by the method, precision value is obtained from testing the image data with tp, and fp 

values on the processed image. The precision function can be defined as follows: 
 

 

In determining the precision value, a tp value is needed, where tp is a true positive, i.e. 
the number of pixels in the matrix from the results of the proposed method is detected correctly 

by the system compared to the pixels in the ground truth. And fp is a false positive where the 
pix-els in the matrix of the proposed method are correct but are detected wrong by the system 

based on the comparison of data on ground truth. 

  The recall describes the success of the method in retrieving information, recall value is 
ob-tained by calculating the value of tp and fn. The recall testing process can be directly carried 

out by the formula: 

In determining the recall value, fn is a false negative where the number of negative data 
but classified incorrectly by the system base on the comparison from data on ground truth. The 

computational timer process is calculated from the overall average value of 1013 the number of 
images processed. 

 

Results and Discussions 
The gamma correction testing process was conducted to determine the performance of the 

system that has been developed using 3 assessments, namely precision, recall, and timer. 1013 

experiment of ground truth imagery, the proposed method obtained information in graphical form 
as follows: 

 

 
Figure 8. Precision testing, and timer of cloud image data based on ground Truth  (SWIMSEG) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
 (10) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
 

 

(11) 
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Figure 9. Recall testing and timer of cloud image data based on ground Truth (SWIMSEG) 

 
From the above Figure 8 and Figure 9,  The precision, recall, and timer test values from 

the 1013 image can be seen in Table 2. 
 

Table 2. Proposed method image data 

Testing Total Mean 

precision 94248.0717 93.0386 

recall 81544.6367 80.4982 

Timer 720.9480 0.7117 

 
From the average value of 1013 ground truth images obtained a precision value of 93.0386 

with a recall value of 80.4982 and a timer of 0.7 117 seconds. Table 2 shows a comparison of 

several previous image detection methods with the proposed method. Table 3 and Figure 9 show 
a detailed comparison between 13 methods from previous research with the proposed method. 

 
Table 3. Comparison of between 13 methods 

Method Precision Recall Time (s) 

Li et al.  0.90 0.86 2.06 

Souza et al.  0.95 0.76 2.04 

Long et al.  0.71 0.98 1.83 

Mantelli-Neto  0.70 0.97 2.16 

SLIC + DBSCAN  0.72 0.79 5.29 

GRAY + SVM  0.87 0.56 2.61 

LBP + SVM  0.62 0.65 4.73 

ColorHIST + SVM  0.81 0.64 2.63 

dSIFT + BOW + SVM  0.65 0.88 5.04 

Texture + BOW + SVM 0.82 0.71 2.74 

Color Based Segmentation 0.92 0.90 1.89 

Gamma Correction 0.91 0.86 0.72 

Proposed method 0.93 0.81 0.71 
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Figure 9. Comparison of 13 image detection methods 

 
From the graph information above the highest precision value was gained in the Souza 

method with a percentage of 0.95, followed by a researcher's proposed method of 0.93, and the 
third position followed by a color-based segment of 0.92. 

The highest recall result is obtained by the Long et al method with a percentage of 0.98, 

while the proposed method is placed to 7 with a percentage of 0.81. Comparing the computational 
time of imagery to the thirteen methods, the proposed gam-ma correction development method 

is at the lowest computing process in the first order of 0.71 seconds. 
 

Conclusion 
For the development of the gamma correction method in future research to overcome the 

decrease in the recall value which decreased by 0.04 points to 0.86 in the previous method which 
obtained a value of 0.90, additional methods are needed such as the dilation method before the 

advanced stage of image processing so that parts of the image that have uneven cloud areas and 

thin areas can still be detected as full cloud areas so that the level of precision and recall can be 
improved and research can be continued to develop accuracy values. 
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