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Abstract: This study leverages machine learning (ML) techniques to predict financial default risks using 

smartphone data, providing a novel approach to financial risk assessment. Data were collected from 1,000 indi-

viduals who had taken personal loans, focusing on key behavioral parameters such as app usage frequency, GPS 

location data, and communication patterns over six months before loan application. The analysis employed Lo-

gistic Regression, Decision Trees, and Random Forest models to determine correlations between these parame-

ters and default risks. The Random Forest model demonstrated superior performance, achieving 85% accuracy. 

Key findings show that high usage of financial apps was associated with lower default risks, while irregular com-

munication patterns and erratic mobility were significant indicators of higher risk. These results suggest that 

smartphone-derived behavioral data can significantly enhance traditional credit scoring methods. The study not 

only contributes to predictive analytics in financial risk management but also raises ethical considerations around 

privacy and data security. 
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Introduction 
The rise of smartphone technology has revolutionized numerous aspects of daily life, from 

communication and entertainment to shopping and finance. These devices collect vast amounts 
of data on user behavior, offering new opportunities for various applications, including financial 

risk assessment. Traditional credit scoring models, which rely heavily on historical financial data 
such as credit scores and income levels, often fail to capture the full spectrum of individual finan-

cial behaviors, particularly in regions where formal credit histories are scarce [1]. These traditional 

models also tend to be static, overlooking real-time behavioral data that could provide deeper 
insights into financial risk. 

A significant gap in the literature lies in the exploration of non-traditional data sources, 
such as smartphone-derived behavioral data, for financial risk prediction. Recent studies have 

begun to examine digital footprints, including app usage and communication patterns, as poten-
tial indicators of financial behavior [2]. However, the practical application of such data in financial 

models remains underexplored, particularly in the context of integrating advanced machine learn-

ing (ML) techniques [3]. This research aims to address this gap by investigating how ML can be 
employed to analyze smartphone data and predict financial default risks. 

Why machine learning? Machine learning was chosen for this study because of its ability 
to process large datasets and uncover complex, non-linear patterns that may not be evident using 

traditional statistical methods [4]. Unlike conventional models, machine learning algorithms can 

continuously learn and improve from new data, making them particularly suited for dynamic and 
behavioral data like smartphone usage patterns. The flexibility of ML models, such as Logistic 
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Regression, Decision Trees, and Random Forests, allows for a more nuanced understanding of 

the relationships between behavioral indicators and financial risk, thus offering a potential im-

provement over traditional scoring methods [5]. 
What is considered machine learning? In the context of this research, machine learning 

refers to the application of algorithms that can learn from data to make predictions without being 
explicitly programmed for specific outcomes [6]. These algorithms were employed to analyze 

patterns in smartphone usage and correlate them with financial default risks. By choosing ma-

chine learning, we aim to develop predictive models that are not only accurate but also adaptable 
to various types of data, providing financial institutions with a more effective tool for risk assess-

ment. 
By addressing these gaps, this research seeks to advance the field of financial risk man-

agement by incorporating modern technological advancements and providing a more inclusive 
approach to credit scoring, particularly for underserved populations. 

The rise of smartphone technology has revolutionized numerous aspects of daily life, from 

communication and entertainment to shopping and finance. As these devices become increasingly 
integral to everyday activities, they accumulate a wealth of data on user behavior and preferences 

[1]. This data, when analyzed correctly, can reveal patterns that are not immediately obvious, 
offering new opportunities for various applications, including risk assessment in financial services. 

In the financial sector, predicting loan defaults accurately remains a critical challenge. Traditional 

credit scoring methods rely heavily on historical financial data, such as credit scores, income 
levels, and past loan repayment histories [2]. However, these methods can sometimes fail to 

capture the full spectrum of an individual's financial behavior and risk potential. Moreover, in 
regions where formal credit histories are scarce, these traditional metrics might not be available 

for a significant portion of the population, limiting the effectiveness of conventional risk assess-
ment models [3]. 

The potential of smartphone data as a predictive tool for financial default risks is intriguing 

due to its direct correlation with user behavior and lifestyle choices [4]. Smartphone usage pat-
terns, such as financial app usage, communication frequencies, and even geographical mobility, 

could provide new insights into an individual's financial stability and propensity to default [5]. 
This study aims to explore this hypothesis by applying advanced machine learning techniques to 

analyze smartphone data and evaluate its efficacy in predicting financial default risks. This re-

search could transform risk management practices by incorporating non-traditional data sources, 
which are reflective of current technological advancements and changing consumer behaviors 

[6]. By understanding and utilizing these new data dimensions, financial institutions might en-
hance their predictive capabilities, thereby reducing their risk exposure and potentially offering 

more tailored financial services to a broader customer base. 

The integration of smartphone data into financial risk assessment practices presents a 
promising frontier that bridges the gap between traditional credit scoring methods and the dy-

namic nature of modern financial behaviors [7]. While traditional models rely on static data, they 
often fail to account for real-time changes in a person's financial circumstances or behaviors. This 

limitation is particularly pronounced in emerging markets, where a large segment of the popula-
tion may lack formal financial records, thus excluding potentially creditworthy individuals from 

accessing financial services [8]. Recent research indicates that digital footprints, including data 

generated from smartphone usage, can serve as reliable indicators of financial behavior. Studies 
have shown that patterns in phone usage, app installations, and even the frequency and timing 

of calls and messages can correlate with financial reliability and risk-taking behavior [9]. However, 
despite these promising findings, the practical application of such unconventional data sources in 

predictive modeling is still in its infancy, with many financial institutions hesitant to integrate 

these into their operational models due to concerns over privacy, data security, and the inter-
pretability of machine learning algorithms [10]. 

The discrepancy between the potential of smartphone data to enhance credit assessments 
and its current underutilization forms the crux of the investigation [11]. This research aims to 

empirically test the validity of smartphone-derived indicators in predicting financial defaults, 
thereby addressing the gap between the ideal of comprehensive, dynamic risk assessment models 

and the reality of their current limited scope [12]. The objective of this study is twofold: First, to 

validate the hypothesis that smartphone usage data can accurately predict financial default risks, 
thereby expanding the toolkit available for risk assessment beyond traditional metrics. Second, 



Journal of Manajemen Teknologi dan Informatika 
 

109 

 

to explore the practical implications of implementing such models, including the challenges of 

data privacy, the ethical use of digital footprints, and the technical feasibility of integrating large-

scale data analysis into existing financial systems [10]. By pushing the boundaries of how financial 
institutions evaluate risk, this research could lead to more inclusive financial services, particularly 

for underserved populations who are often excluded by conventional credit scoring techniques. 
This could not only broaden access to financial products but also enhance the financial stability 

of lending institutions by enabling more precise risk assessments [13]. The novelty of this re-

search lies in its approach to financial risk assessment by utilizing smartphone data, an area that, 
despite its potential, remains underexplored in academic and practical finance contexts. This 

study proposes a methodological shift from traditional credit scoring systems, which are often 
constrained by their reliance on static, historical financial data, to a dynamic model that integrates 

real-time, behavioral data captured through daily smartphone interactions [14]. 
This innovative approach is grounded in the hypothesis that behavioral data [15], such as 

how frequently a person uses financial apps, their communication patterns, and even their mo-

bility as indicated by GPS data, can provide a more nuanced and timely picture of their financial 
health. The research is distinct in its aim to not only correlate these behaviors with financial risk 

but to also develop a predictive model using advanced machine learning techniques [16]. This 
involves not just applying conventional algorithms but potentially developing new methodologies 

tailored to interpret the unique nature of smartphone data [17].  

Furthermore, this study ventures into relatively uncharted territory by addressing the eth-
ical and privacy concerns inherent in using personal data for financial assessment [18]. This dual 

focus on technological innovation and ethical consideration sets it apart from existing literature, 
which often treats them as separate issues [19]. The research aims to provide a balanced per-

spective on how to responsibly harness the power of personal data for financial predictions while 
safeguarding individual privacy rights. By investigating these aspects, the study not only contrib-

utes to the academic field by developing a potentially more accurate and responsive risk assess-

ment tool but also offers practical implications for the design of financial services that are both 
inclusive and respectful of consumer privacy [20]. This blend of technological advancement and 

ethical mindfulness in the context of financial risk prediction represents a significant departure 
from traditional methods and a key novelty of this research.    

 

Methodology 
This study adopts a quantitative research approach utilizing a correlational design to ex-

plore the relationship between smartphone usage data and financial default risks. The dataset 
consists of smartphone usage data collected from 1,000 individuals who had taken personal loans 

from a financial institution. The data includes anonymized user interactions with their devices, 
covering app usage frequency, GPS location data, communication logs, and financial transactions 

made through mobile apps over six months before the loan application date. 

The sample size of 1,000 individuals was determined based on a power analysis to ensure 
sufficient statistical power. While larger datasets are commonly used in machine learning appli-

cations, the sample size used here is adequate for drawing meaningful conclusions, given the 
complexity and richness of the behavioral data collected. Each individual's dataset contains a high 

volume of observations over the six-month period, with multiple data points for each behavioral 
metric (app usage, GPS logs, communication logs), making the dataset sufficiently large to avoid 

ambiguity and improve model reliability. 

The data was collected through a mobile application installed on the participants' 
smartphones with their consent. This app recorded key behavioral metrics in real-time, ensuring 

that the data is up-to-date and reflective of actual user behavior. The retrospective design, fo-
cusing on six months of data, ensures that a comprehensive and representative sample of each 

user's behavior was captured, reducing the risk of bias. 

The collected data underwent a rigorous preprocessing phase to ensure accuracy and con-
sistency. This included handling missing data, removing outliers, and normalizing the data to 

ensure it could be effectively analyzed by the machine learning models. The preprocessing steps 
help to maintain the integrity of the dataset, ensuring that the analysis is based on high-quality 

data. 
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The dataset includes individuals from various demographic backgrounds, with diversity in 

age, income levels, and geographic locations. This diversity enhances the generalizability of the 

findings, allowing the predictive models to be applied across different population segments with 
a reasonable degree of confidence. 

Multiple machine-learning models were developed and trained using this dataset, including 
Logistic Regression, Decision Trees, and Random Forests. The dataset was split into training 

(70%) and testing (30%) sets and k-fold cross-validation was employed to ensure robustness 

and minimize overfitting. The models were evaluated using metrics such as accuracy, precision, 
recall, and the AUC-ROC curve, with the Random Forest model demonstrating the best overall 

performance. 
The data analysis was conducted using Python’s scikit-learn library, leveraging its robust 

suite of tools for machine learning. The models were fine-tuned to optimize their performance, 
with special attention given to feature importance to understand which smartphone usage be-

haviors were most predictive of financial default risks. 

By ensuring a valid dataset and implementing rigorous preprocessing techniques, this study 
provides reliable and generalizable insights into the potential of smartphone data for predicting 

financial default risks. 
 

Table 1. Participant demographics 

Participant ID Age Gender Income Level Location 

001 29 Male High Urban 

002 34 Female Medium Rural 

003 22 Male Low Suburban 

004 45 Female Medium Urban 

005 30 Female High Urban 

 

Table 1 provides basic demographic information about the participants involved in the 
study. It lists each participant by an anonymized ID and includes their age, gender, income level, 

and location. This data helps in understanding the diversity of the sample and ensures that the 

findings can be generalized across different demographic groups. 
 

Table 2. App usage data 

Participant ID Financial Apps Social Media 
Apps 

Communication 
Apps 

Total App Ses-
sions 

001 90 120 300 510 

002 40 80 150 270 

003 30 200 400 630 

004 70 50 100 220 

005 110 100 250 460 

 
An app or software that tracks app usage on participants' smartphones is required. This 

will involve monitoring how often each participant uses financial apps (such as mobile banking or 
budgeting apps), social media apps (such as Facebook or Instagram), and communication apps 

(such as messaging or calling apps). App usage data needs to be categorized by app type, for 

example, identifying and counting the number of sessions in financial apps, social media apps, 
and communication apps. The number of sessions can be determined by recording the number 

of times each app was opened and actively used. This information will then be grouped into 
categories to reflect the number of sessions for each app type. Add up all the individual sessions 

for finance, social media, and communication apps to calculate the total number of app sessions 
per participant. For example, in Table 2 of the document: Participant 001 had 90 sessions in the 

finance app, 120 in the social media app, and 300 in the communication app, for a total of 510 

app sessions. This process typically involves using mobile tracking software or obtaining usage 
data from smartphone activity logs, ensuring that data is anonymized and ethically collected, as 

highlighted in the research methodology section of the document. Table 2, shows the usage data 
of different categories of apps by each participant. It records the number of sessions in financial 

apps, social media apps, and communication apps, as well as the total number of app sessions. 
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This information is crucial for analyzing the correlation between app usage patterns and financial 

behavior, which is central to the study's hypothesis. 

 
Figure 1. Financial app usage by participants 

 
As with the app usage data in Table 2, it is necessary to use a mobile tracking tool that 

monitors app usage on participants' smartphones. The tool should specifically track financial apps, 
which could include apps such as mobile banking, investment platforms, budgeting apps, or pay-

ment apps (e.g. PayPal, Venmo). Need to define a list of apps that qualify as financial apps. The 

app tracking tool should be configured to record data only for these apps. This is very important 
as it differentiates between financial apps and other types of apps (e.g., social media, communi-

cation). For each participant, record the number of times they opened and used the financial app. 
Each time a participant opens a financial app and interacts with it (e.g., logs into a mobile banking 

app to check a balance) counts as one session. After collecting this data for a specific period (in 

this study, six months before the loan application), add up the total number of financial app 
sessions per participant. For example, in Figure 1: Participant 001 had 90 sessions, Participant 

002 had 40 sessions, Participant 003 had 30 sessions, and so on. Once you have the number of 
sessions for financial apps per participant, plot these values on a graph to visualize financial app 

usage across participants. In Figure 2, this data is represented using a line plot where each point 
corresponds to the number of financial app sessions for that particular participant. Ensured the 

data collection covered the same six-month period prior to the participant's loan application, as 

mentioned in the research methodology. 
By following this process, values were obtained that accurately represented the use of 

financial apps for each participant, as seen in Figure 1. Figure 1, This line plot illustrates the 
number of sessions each participant has in financial apps, marked by points connected with lines. 

It shows the variability in how frequently participants engage with financial applications on their 

smartphones, which can be an indicator of their financial management habits. 
 

Table 3. GPS location data 

Participant 

ID 

Work Location 

Visits 
Market Visits Other Visits Total Visits 

001 20 5 15 40 

002 18 10 8 36 

003 15 12 20 47 

004 22 8 10 40 

005 25 6 12 43 

 
Table 3 captures the mobility patterns of the participants by recording the number of visits 

to various locations such as work, markets, and other destinations. The total number of visits is 
also provided. GPS data is used to explore whether there is a relationship between participants' 

physical mobility patterns and their financial stability. 
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Figure 2. Total app sessions by participants 

 

This stacked bar chart in Figure 2 represents the total number of app sessions for each 
participant, categorized by different types of apps. The chart provides a comprehensive view of 

overall app usage behavior, crucial for understanding how active each participant is on their 
smartphone. 

 

Table 4. Financial transactions (aggregated monthly data) 

Participant 
ID 

Transactions 

in Financial 
Apps 

Total Spent 
(USD/IDR) 

Total 

Re-
ceived 

Number of 

Late Pay-
ments 

001 15 $2,000 = IDR32,235,600 $2,500 0 

002 8 $500 = IDR8,058,900 $700 2 

003 20 $1,500 = IDR24,176,700 $1,800 1 

004 10 $1,000 = IDR16,117,800 $1,200 3 

005 22 $3,000 = IDR48,353,400 $3,500 0 

 

Table 4 aggregates the financial transaction activities of participants within financial apps. 
It includes the number of transactions, total amount spent, total amount received, and the num-

ber of late payments for each participant. This data is essential for assessing financial behavior 
and identifying potential predictors of financial default, such as the frequency of late payments. 

The flowchart in Figure 3 illustrates the key phases of the research process, starting from 
Data Collection, where smartphone usage, GPS data, and communication logs are gathered. The 

next step, Data Preprocessing, involves cleaning, handling missing values, and normalizing the 

data. After that, Feature Selection identifies the most relevant behavioral patterns. In the Model 
Training phase, machine learning models such as Logistic Regression, Decision Trees, and Ran-

dom Forests are trained. The Model Evaluation follows, where accuracy, precision, and recall 
metrics are used to assess performance. Finally, the process concludes with Results and Feature 

Importance, where the most significant factors affecting financial default risks are analyzed. 
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Figure 3. Flowchart of the research process for predicting financial default risks 

 

Results and Discussions 
The results of this study demonstrate that smartphone-derived behavioral data can be a 

powerful predictor of financial default risks. The machine learning models tested—Logistic Re-
gression, Decision Trees, and Random Forests—showed varying degrees of efficacy, with the 

Random Forest model performing the best, achieving 85% accuracy, 82% precision, and 80% 
recall. This indicates a robust ability to predict default risks based on behavioral patterns captured 

through smartphone usage. 

The analysis of feature importance revealed several key predictors of financial default risk. 
High financial app usage was associated with lower default risks, suggesting that individuals who 

actively manage their finances via mobile apps may exhibit greater financial discipline. This aligns 
with previous research showing that frequent use of financial apps is correlated with better finan-

cial literacy and control [1]. Conversely, irregular communication patterns and frequent late-night 
app usage were found to be strong predictors of higher default risks. These behaviors may indi-

cate instability or impulsivity, traits that have been linked to financial unreliability in the literature 

[2]. 
In addition to app usage, the analysis of GPS data added a spatial dimension to financial 

behavior. Participants with regular mobility patterns—such as consistent work commutes or visits 
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to essential locations—tended to have lower default risks. This finding aligns with studies sug-

gesting that routine and stability in daily life are often reflected in financial behaviors [3]. On the 

other hand, participants with erratic mobility patterns were more likely to default, possibly indi-
cating a lack of routine or financial instability. 

The results also highlighted the importance of communication patterns. Participants with 
stable, predictable communication habits were less likely to default, whereas those with irregular 

or sporadic communication were more prone to financial risk. This supports earlier findings that 

communication patterns can reflect broader lifestyle stability, which in turn impacts financial be-
havior [4]. 

The Random Forest model's superior performance can be attributed to its ability to handle 
complex, non-linear relationships between behavioral variables and default risk. By combining the 

results from multiple decision trees, the Random Forest algorithm provides a more nuanced and 
accurate prediction, especially in cases where behaviors are not easily explained by linear models 

[5]. 

While the results of this study underscore the potential of smartphone data for enhancing 
financial risk assessments, it also raises important ethical considerations. The use of personal 

behavioral data, such as app usage and GPS logs, must be handled with care to ensure privacy 
and data security. Ensuring informed consent and anonymization of data are critical steps in 

maintaining ethical integrity, especially as financial institutions explore the integration of such 

data into their decision-making processes. 
The findings suggest that financial institutions could significantly improve their risk assess-

ment models by incorporating smartphone data alongside traditional financial metrics. This would 
enable more personalized and accurate lending decisions, potentially reducing default rates and 

improving financial inclusion. For example, individuals without formal credit histories, such as 
those in emerging markets, could be better assessed using behavioral data, allowing them to 

access financial services that might otherwise be unavailable [6]. The inclusion of behavioral data 

could also lead to the development of more tailored financial products, aligned with individual 
risk profiles and behaviors. 

Although the dataset used in this study provided significant insights, future research should 
explore the use of larger datasets to further validate these findings. Additionally, while this study 

focused on smartphone data, other digital footprints, such as social media activity or e-commerce 

behavior, could provide even deeper insights into financial risk. Further exploration of these data 
sources, along with the integration of longitudinal studies, could provide a more comprehensive 

understanding of how financial behaviors evolve over time. 
 

Results 
The analysis of the data collected in this study indicates a strong correlation between 

smartphone usage patterns and financial behavior. Machine learning models were effective in 

predicting financial default risks, with the Random Forest model showing the best performance 
based on accuracy and recall metrics. Key predictors of financial risk included frequency of finan-

cial app usage, irregular communication patterns, and late-night app activities. Additionally, the 
geographical mobility data revealed that participants with stable daily routines exhibited lower 

default risks compared to those with erratic mobility patterns. 
Figure 4, the pie chart displays the distribution of participants' income levels. It helps con-

textualize the financial behaviors observed in the study, suggesting that income level can influ-

ence how individuals manage their finances, which in turn affects their risk of default. This graph 
supports the finding that lower income levels might correlate with higher default risks due to less 

financial stability. 
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Figure 4. Income level distribution 

 

Figure 5, this histogram shows the frequency distribution of late payments among the 
participants. Late payments were a significant predictor in the models, with more frequent late 

payments correlating with higher default risks. The visualization provides a clear representation 
of how common late payments are among different participants, supporting the model's emphasis 

on this factor. 

 

 
Figure 5. Distribution of late payments 

 

 
Figure 6. Late payments by income level 

 



Journal of Manajemen Teknologi dan Informatika 
 

116 

 

Figure 6, the horizontal bar chart correlates the number of late payments with participant 

income levels, indicating that income does not necessarily predict late payment behavior linearly. 

This chart is crucial for understanding that while income level provides some context to financial 
behavior, other factors like smartphone usage patterns also play a critical role in predicting finan-

cial default risks. 
 

 
Figure 7. Smartphone data 

 

Discussions 
The findings of this study indicate a significant correlation between smartphone usage 

patterns and the risk of financial default. Data collected from 1,000 participants over six months 

prior to their loan applications show that active usage of financial apps correlates with financial 
stability. For example, participants with more than 90 sessions in financial apps per month, as 

recorded in Table 2, were less likely to default compared to participants with fewer sessions. This 
suggests that individuals who actively manage their finances through smartphone apps tend to 

exhibit more stable financial behavior. 

Additionally, the GPS data collected indicates that participants with consistent mobility pat-
terns, such as regular visits to workplaces and other locations, had lower default risks. As shown 

in Table 3, participants with more than 20 work location visits over six months exhibited a ten-
dency toward greater financial stability. This supports the hypothesis that lifestyle stability, re-

flected in regular daily routines, is a key indicator of financial reliability. 

By directly referencing the data collected, this analysis provides deeper insights into how 
smartphone usage behavior can reflect financial stability and how this data can be effectively 

utilized to predict default risk with greater accuracy. 
 

Conclusion 
This study successfully demonstrates that smartphone data, specifically app usage patterns, com-

munication logs, and mobility data, can be significant predictors of financial default risks. By 
applying machine learning techniques, particularly the Random Forest model, we were able to 

achieve accurate predictions, with an 85% accuracy rate. The findings highlight that high financial 

app usage correlates with lower default risks, while irregular communication patterns and erratic 
mobility increase default likelihood. These results suggest that smartphone behavioral data can 

enhance traditional financial risk assessments, offering a more comprehensive and dynamic ap-
proach to evaluating financial stability. Financial institutions can use these insights to improve 

risk management and provide more tailored financial services. 
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